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seq2seq (Cho et al. 2014; Sutskever et al. 2014)

Input xq.p
Output y1:m
h1., = encoder(xy.,) € R4
y1.m = decoder(hi.p)
encoder decoder citations
2014 [stm [stm hochreiter 1997 135143 +491
Still 2014 gru attention & gru bahdanau 2014 40780 +63
2017 attention attention vaswani 2017 209004 -8902
2018 BERT  attention devlin 2018 146686 +604
2018 GPT attention radford 2018 16133 +111




k nearest neighbors

Who saw this in high school?

Algorithm 1 k nearest neighbors among n in d dimensions

for all i from 1 to n do
Compute distance from x to x;, i.e. ||x — x;||2

Find k nearest neighbors of x, argmin distance
Compute average of their y;, or the majority class

» Complexity to find neighbors of x in X 7 O(nd + kn)
» For every token in the sequence: O(mnd + mkn)



k nearest neighbors

Who saw this in high school?

Algorithm 2 k nearest neighbors among n in d dimensions

for all i from 1 to n do

Compute similarity between x and x;, i.e. xTx;
Find k nearest neighbors of x, argmax similarity
Compute average of their y;, or the majority class

» Complexity to find neighbors of x in X ? O(nd + kn)
» For every token in the sequence: O(mnd + mkn)



Variant: weighted k nearest neighbors

Similarity w; = x.Lo; Xtrain; /N, (renormalized to sum to 1)

n
| predict for xtest : ¥ = Z Wi Ytrain;
i=1
Attention is softmax(QKT)V
A linear combination of values V' with weights corresponding to similarity (e.g. dot
product) between queries @ and keys K
Understanding KNN is a first step to understand attention mechanism.



Attention (Bahdanau, Cho, and Bengio 2015)

Decoder inputs
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Masked self-attention (autoregressive)
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